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ABSTRACT
People in South Asia frequently share a single device among
multiple individuals, resulting in digital privacy challenges.
This paper explores a design concept that aims to mitigate
some of these challenges through a ‘tiered’ privacy model.
Using this model, a person creates a ‘shared’ account that
contains data they are willing to share and that is assigned
a password that will be shared. Simultaneously, they create
a separate ‘secret’ account that contains data they prefer
to keep secret and that uses a password they do not share
with anyone. When a friend or family member asks to check
their device, the user can tell them the password for their
shared account, with their private data secure in the secret
account that the other person is unaware of. We explore the
benefits and trade-offs of our design through a three-week
deployment with 21 participants in Bangladesh, presenting
findings that show how our work aids digital privacy while
also highlighting the challenges that remain.
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1 INTRODUCTION
Many existing mobile device usage, access control, and au-
thentication mechanisms are based on theWestern paradigm
of ‘personal computing’ [12, 42, 59], which assumes that a
device is generally owned and used by a single person. How-
ever, a growing body of work suggests that this model of
personal computing is not well-suited to populations living
in South Asia, where intermediated access and device shar-
ing are common [9, 10, 16, 50, 55]. In particular, a recent
study in Bangladesh describes the digital privacy challenges
that arise when people share devices, highlighting how the
design of existing privacy mechanisms does not adequately
meet the needs of these populations [6].

In short, technology users in South Asia are faced with a
fundamental trade-off: on one hand, they want, need, or are
compelled to share devices with others, usually friends and
family, and refusing to share could have potentially serious
negative social consequences. On the other hand, as one of
our participants said, “everyone has some personal stuff” that
they would prefer to keep private and not share with others.
The contribution of our work is to explore this trade-off via
a prototype design, called “Nirapod” (a Bengali word that
means safe or protected). Nirapod provides a mechanism for
enabling ‘tiered’ privacy that allows people to share their
phones while keeping their personal data private. The inter-
face is also designed to hide the fact that multiple tiers exist,
thereby reducing the likelihood that people can be compelled
to reveal private data.
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Although the concept of tiered privacy can theoretically
support an arbitrary number of tiers, we chose to initially
explore a model that makes use of two tiers. One tier is a
‘shared’ account that contains data the user is willing to share
with others and that is assigned a password that can safely
be shared with friends and family. The other tier is a ‘secret’
account that contains data they prefer to keep secret and
that uses a password they do not share with anyone. Then,
when someone asks to use their device, they can hand it over
and safely tell them the password for the shared account,
with their private data securely stored in the secret account
that the other person is unaware of. Since it is important to
keep the existence of the multiple accounts secret, Nirapod
provides a common entry point into both the shared and
secret accounts, with the system identifying the account to
open based solely on the password entered.
To explore the benefits, challenges, and trade-offs of our

tiered privacymodel, we implementedNirapod as a prototype
photo gallery app, since prior work suggests people espe-
cially care about the privacy of their personal photos, making
this a compelling test scenario [3, 6, 41, 61]. After designing
and testing our prototype, we conducted a three-week de-
ployment with 21 participants in Bangladesh, a lower-middle
income country with a large population that is rapidly adopt-
ing smartphones and experiencing digital privacy challenges
for the first time [31]. Bangladesh is also a strongly patriar-
chal and predominantly Muslim society [17] that is socially
and culturally different to the Western (e.g., US and Euro-
pean) cultures that have dominated the design of devices
and privacy mechanisms.
Pre-study interviews reveal that our 21 participants face

numerous privacy challenges when sharing devices with
friends and family. Quantitative usage data of our prototype
shows that participants were able to use the app, with most
participants using the secret account more than the shared
account. Post-study interviews suggest that Nirapod’s tiered
privacy model does help with some privacy challenges, with
participants describing how they were able to share their
device with others and still feel confident that their private
data was protected. However, participants also had trouble
remembering multiple passwords and worried about con-
fusing their secret and shared passwords, fearing that they
would accidentally type in their secret password when they
meant to use their shared password (although this did not
happen during our study). Our analysis also raises interest-
ing questions regarding the gendered nature of privacy in a
patriarchal society like Bangladesh, with women often under
more pressure to reveal their private data to others, particu-
larly husbands, boyfriends, or parents. Taken together, our
findings advance the HCI community’s knowledge of how
to design for digital privacy in non-Western contexts.

2 RELATEDWORK
The modern definition of privacy is heavily influenced by
Western liberal ideologies that considers an individual’s pri-
vate information as an inseparable part of their identity and
a basic ingredient of a functioning democracy [14, 26]. For
example, when Warren and Brandeis [62] defined privacy
as “the right to be let alone”, they argued for establishing
‘privacy’, a tight integration between a person’s economic,
social, and political identities and their properties, as a right
for every lawful citizen in a country. This idea of privacy
as personal possession over one’s properties later extended
to the world of information technology [42], and a piece of
information attached to one’s identity and actions became
integral with one’s privacy rights [63]. This digital privacy
of computer users has become vulnerable to intrusions as
computing has become more personalized, ubiquitous, and
connected. Discussions around privacy are therefore a grow-
ing concern in Western contexts, especially as privacy rights
are frequently violated, as is the case after large-scale illegal
surveillance or data breaches are discovered [24, 32, 64].
A rich body of work in HCI and related disciplines has

focused on human-centered privacy. For example, scholars
have studied password construction and use [22, 25, 33, 34,
38], privacy-related behavior on social networks [18, 23, 30,
30, 36, 47, 65], recommendation systems [43], mobile devices
[53, 68], and use of the Internet by specific groups of people
(e.g., children, older adults, and disabled people) [20, 37, 66,
67]. However, with a few exceptions, research on usable
privacy has focused on Western contexts.
Many privacy scholars have discussed how the idea of

privacy is dependent on the context, and may not be transfer-
able from one context to another. For example, Nissenbaum
defined privacy as ‘contextual integrity’, and argued that,
with the change of social and cultural context, the notion
of privacy changes [48, 49]. Petronio has also contributed
to the idea of the situated nature of privacy by develop-
ing the concept of Communication Privacy Management
[52], explaining how individuals maintain the ‘boundary’ of
their private information bymanaging their ‘self-disclosures’.
These studies turn us toward the cultural theories to per-
ceive the differences in ‘privacy practices’ in ‘the West’ and
those in the ‘other’ places. For example, Hofstede [35] de-
scribes how the ‘individualistic’ culture of the West is very
different from the ‘collectivist’ culture in China or within the
Indian subcontinent. Although Hofstede’s claim suffers from
some over-generalizations [13], it is true that individualistic
values are more prevalent in Western ‘developed’ countries
than in ‘developing’ countries in Asia and Africa [60]. These
collectivist values often cause a person’s identity as a ‘free
individual’ to be supplanted by, or create tension with, their
familial, communal, cultural, and religious identities. HCI4D
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scholarship has long been studying, analyzing, and designing
for various challenges rooted in these collective values (see
[9, 10, 51, 55], for example). However, very few design initia-
tives have been undertaken to address the privacy challenges
associated with these collective values.

Recent privacy-focused work in HCI4D has surfaced atti-
tudes and practices that appear to be a consequence of the
conflict between user privacy norms and the privacy mecha-
nisms available. For example, Abokhodair et al. have reported
how the privacy and security issues in the gulf countries are
closely tied with their political tensions and conservative cul-
tural norms [1, 2]. In the context of South Asia, Kumaraguru
et al. have studied the use of communication media in India
and reported on how their way of dealing with privacy is
different from people in the West [40]. Similarly, Sambasivan
et al. [54] recently reported various ways women in India,
Pakistan, and Bangladesh negotiate their privacy with dig-
ital media, while Srinivasan et al. [56] showed how such
privacy decisions are often transnational and relational in
India. Ahmed and his colleagues conducted a series of stud-
ies on privacy in Bangladesh that are closely related to and
motivate our work. For example, they discussed privacy vul-
nerabilities that arise in informal repair markets [5]. They
also reported on how the privacy of Bangladeshi citizens is
negotiated with the broader security demands of the country
[7]. Most recently, Ahmed et al. studied the privacy tensions
associated with shared device use in Bangladesh, showing
how individual users desire privacy while sharing devices
[6].
Although these studies have unveiled areas of tension

surrounding privacy, no prior work has explored the
deployment of a technology intervention that engages
with these challenges. To the best of our knowledge, ours is
the first paper to attempt such a deployment in South Asia,
and our findings regarding participants’ experiences with
our design yield new knowledge for the HCI community.

Privacy with Shared Devices
Many existing authentication mechanisms are designed to
enable people to secure their private data on mobile devices,
including passwords, pattern locks, and biometrics (e.g., fin-
gerprint scanners). Each of these mechanismsmay be applied
at the level of the entire device (e.g., phone screen lock), for
specific applications (e.g. app lockers), or for individual users
(e.g., user login). Many of these authentication mechanisms
are based on the Western paradigm of ‘personal comput-
ing’ [12, 42, 59], which assumes that a device is generally
owned and used by a single person. In the West, where a
mobile phone or a laptop is generally considered to be ‘pri-
vate’, device-level locking and authentication mechanisms
match and often produce the desired privacy outcome. A
recent study by Matthews et al. focused on device sharing

in US families, highlighting some privacy tensions around
casual sharing of mobile devices [45]. However, as the paper
discusses, such sharing in US families is incidental.
In South Asia, by contrast, device sharing is systemic

[9, 16, 50, 55], which necessitates a finer-grained sharing
mechanism [44]. Using a password to protect a device or app
may make it unsharable, while not using a password may re-
sult in the data being unprotected. To overcome this problem,
it is very common for people to share the passwords required
to access their device and applications [7, 38, 55]. Although
several vendors have enabled the creation of multiple user
accounts on a single device [11, 58], prior work suggests that
people do not use this functionality because of poor usability
and because logging out of one’s account before sharing it
with a family member would imply a lack of trust in that
family member or arouse suspicion by suggesting that there
is something to hide [6, 39].
Hidden vaults are a possible alternative, but most vault-

based apps on the market (e.g. Aspire News, Calculator Vault
Gallery Lock) do not hide their purpose or their presence on
the device, allowing an adversary to see the app is installed
and pressure the user into exposing data. Other apps with
“stealth modes” (hiding the app) either: a) have a separate
entry point to reveal the hidden vault or b) once the vault
is opened, the user interface is clearly identifiable as being
not the “normal” interface so that if someone sees it open it
will raise suspicion. In addition, there are no deployments
or user studies documenting the usability or acceptability of
existing vault-based apps.
We are not aware of attempts to address the design para-

dox of supporting a desire for personal privacy while also
enabling device sharing. The contribution of our work is to
explore a mechanism for enabling ‘tiered’ privacy that allows
people to share their phones while keeping their personal
data private. We now discuss our design in detail.

3 PROTOTYPE DESIGN
The challenges described in the literature highlight impor-
tant trade-offs for technology users in South Asia who need
to share their device with others but who also want to be able
to keep some personal data private. Our goal is to challenge
and further explore these trade-offs through a prototype
design concept, called Nirapod. Specifically, Nirapod uses
a ‘tiered’ privacy mechanism that aims to allow people to
share their phones with others while keeping their personal
data private and reducing the possibility of being pressured
into revealing their private data. Our intervention enables a
single user to have multiple accounts, with the existence of
the multiple accounts kept secret.

Our initial design supports a two-tiered model. This model
enables a person to create a ‘shared’ account that contains
data they are willing to share and that is assigned a password
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that will be shared with friends and family. Simultaneously,
they can create a ‘secret’ account that contains data they
prefer to keep secret and that uses a password they do not
share with anyone. Then, when a friend or family member
asks to check their device, they can hand it over and tell them
the password for the shared account, with their private data
securely stored in the secret account that the other person is
unaware of.

In our current design, the data in the shared tier is a subset
of the data in the secret tier, i.e., all data is visible in the user’s
secret account, but only data specifically designated as safe to
share is visible in the shared account. We chose this design
because it is more privacy-preserving. For a photo to be
shared, the user must explicitly mark it as such, rather than
sharing everything by default, with users explicitly marking
what is private. Since it is critical to keep the existence of the
multiple accounts secret, Nirapod hides the existence of the
secret account by providing a common entry point into both
the shared and secret accounts, identifying which account
to unlock using only the password entered (similar to the
concept of panic passwords [19]).

Implementation
We explored the concept of ‘tiered’ privacy described above
by implementing a prototype gallery application, called Ni-
rapod, that stores and displays photos. We focused on photos
because previous studies indicated that many users care
deeply about the privacy of their personal photos [6], al-
though the concept could be extended to other data types
as well. Our current design uses two tiers of privacy (shared
photos and secret photos) but could be extended to more
than two tiers. Like many off-the-shelf privacy apps, Nirapod
encrypts photos in a gallery that cannot be viewed without a
password and that is meant to serve as a secure replacement
for the default photo gallery.
Our design uses a password interface, with users setting

one password to access the “shared” gallery and another to
access the “secret” gallery. Using this design, a person can
select photos they are willing to share, place them in the
shared gallery, and safely share the password for this gallery.
At the same time, they can place photos that they wish to
keep private in their secret gallery, protected by a different
password that is not shared with anyone.
We developed the Nirapod prototype as an Android ap-

plication that is compatible with devices running Android
version 6.x and above. Nirapod stores the passwords for both
accounts in a local SQLite database and maintains two en-
crypted folders on the device’s internal storage for each of
the two accounts. The application interface was in English
because the populations in Bangladesh that we target already
have their operating systems set to English and are accus-
tomed in using English interfaces. Figure 1 summarizes the

application workflow. When a user installs the application
and opens it for the first time, they are prompted to create
two passwords: a shared and a secret password. Then, they
are directed to a single login screen where they can enter
either one of their passwords depending on the account that
they wish to open. After logging into one of the accounts, the
user is able to perform all normal gallery-related operations
for that account. Nirapod’s two galleries are nearly identical
visually to further protect users from situations where they
may be observed with the secret gallery open (Fig. 1). Within
each account, available operations are:
Import photos: Move photos from the built-in gallery app
to the currently open Nirapod account. The selected files
are moved to the respective account folder maintained by
Nirapod on the device’s internal storage. The files are then
removed from the built-in gallery.
Export photos: Move selected photos from the currently
openNirapod account to the built-in gallery app. The files are
moved from the relevant Nirapod folder back to the original
location on the device’s storage. The files are then removed
from Nirapod.
Delete photos: Delete the selected photos.
Change password: Change the password of the currently
open Nirapod account.
Sign out of the currently open Nirapod account.
A few additional operations are only available when the

user is signed into their secret account:
Show tier: See the current privacy status of photos in Nira-
pod. A lock icon indicates photos that are only visible in the
secret account.
Move to secret account: Move the selected shared account
photos to the secret account.
Move to shared account: Move the selected secret account
photos to the shared account.

When Nirapod is installed on a device, a random AES (Ad-
vanced Encryption Standard) key is generated and stored in
the device’s SharedPreferences (an Android SDK API used
to store and retrieve application preferences). When a photo
is imported into Nirapod from the device’s built-in gallery
app, the image file is encrypted using the AES key. A corre-
sponding thumbnail image is generated and encrypted using
the same key. The encrypted image and thumbnail are then
stored in the storage folder maintained by Nirapod and the
original image is deleted. During an export operation these
steps are reversed: the encrypted image is decrypted using
the stored key, the decrypted image file is moved back to the
original folder, and the encrypted thumbnail is deleted.
Since our focus is to explore the benefits and trade-offs

of our design in contexts of shared device use, our initial
prototype does not attempt to make the secret account com-
pletely undetectable by a technically-sophisticated adver-
sary. Currently, photos stored in Nirapod’s accounts could
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Figure 1: The Nirapod Interface: (A) the first login screen to set passwords for the secret and shared account; (B) the general
login screen; (C) the shared account with options; and (D) the secret account with options.

be discovered in their encrypted form by a detailed inspec-
tion of the file system (i.e., although the contents of the files
would not be known since the data is encrypted, an adversary
could discover that the encrypted files exist). Many more
sophisticated data obfuscation techniques exist (e.g., hiding
encrypted photos through steganography, hiding the app
icon, etc.) that could be used to enhance security in future
versions of Nirapod, but are orthogonal to our focus on tiered
privacy.

4 FIELD STUDY
After designing and testing our prototype, we conducted a
three-week field studywith 21 participants inDhaka, Bangladesh.
We wanted to understand the extent to which an app like
Nirapod might fit the needs and usage patterns of people
who frequently share their devices with others. All study
procedures were approved by one Bangladeshi university
and three North American universities’ IRBs.

Recruitment and Procedure
We recruited participants through public social media posts,
announcements at local universities, word of mouth, and
personal contacts of the authors. We then performed snow-
ball sampling [29] as those we initially recruited suggested
people they knew to be sharing devices. We targeted a range
of ages, professions, and genders. Participants only needed
to possess a phone with Android version 6.0 or higher.

After recruitment, participants attended an in-person on-
boarding session. We began by explaining the purpose of
the study, answering any questions participants had, and

obtaining their consent to participate. Next we conducted a
15-minute semi-structured qualitative interview in Bengali
that sought an understanding of participants’ experience
with technology, their privacy concerns and preferences,
device usage and sharing habits, and demographics. After the
interview, we installed the Nirapod app on the participant’s
phone and conducted a 30-minute training session to ensure
that they understood the app and how to use it. The training
was done by showing the participant a demo of the app on
the researcher’s phone, delivering a short presentation, and
providing information sheets about how to use the app. After
the training, participants were encouraged to use the app on
their own devices until they felt confident and demonstrated
they knew how to use it.

After installing the app and training participants, we asked
them to use Nirapod in their daily lives for a period of three
weeks. During this time, they were able to contact the re-
searcher if they experienced any problems or challenges
using the app. The system was instrumented to log all usage
data, including when participants’ used the app, features
used, what actions taken, and so on.

After three weeks, participants were invited to come back
to our lab where we conducted a semi-structured interview
and, with their permission, collected the system usage logs
off their device and helped them to uninstall the app. The
interview asked about participants’ experiences using the
app, challenges and issues that they encountered, how it
affected their privacy, how they shared the device and/or
their passwords with other people during the deployment,
and suggestions for improvement. At the end of the interview,
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Gender Age (years)
Women: 15, Men: 6 19–25 (Median: 22)
Relationship Status Education
Single: 8 Completed High School: 6
In a relationship: 11 Undergraduate Student: 6
Married: 1 Completed Undergrad: 6
Unspecified: 1 Completed Masters: 3
Household Income Experience with phones
Min: 0 USD/month 0 to 3 years: 3
Median: 361 USD/month 3 to 10 years: 14
Max: 2,410 USD/month 10+ years: 4
Table 1: Participants’ Demographic Characteristics

we thanked participants and compensated them with 1600
Bangladeshi Taka (roughly US$20) for their time.

Data Collection and Analysis
Our data consists of qualitative interview data and quantita-
tive data from system usage logs. Our qualitative interviews
were transcribed and translated into English by two of the
authors who are both native speakers of Bengali. The tran-
scripts were then analyzed using thematic analysis [15]. Af-
ter reading through the transcripts carefully, we conducted
several rounds of iterative coding to identify patterns and
converge on appropriate themes. Examples of codes in our
analysis include data misuse, fear of data loss, and family
photos. We then clustered the codes into overarching themes
that we used to organize our findings. Examples of themes
include strategies for protecting privacy, challenges using the
app, and suspicion of the app/researchers.

In addition to analyzing our qualitative interview data, we
conducted quantitative analysis of participants’ system us-
age logs to understand how participants used the application
during the study. When collecting these logs, we discovered
that three participants’ log files (P6, P10, P11) were corrupted.
We believe that this was due to an operating system update
during the deployment. We have therefore excluded these
three participants from our quantitative data, although we
still include their qualitative interview data. In addition, par-
ticipant P1 began but chose not to complete the study. Our
participant numbers thus range from P2 to P22.

5 CURRENT SHARING PRACTICES
Before analyzing how participants used Nirapod, we wanted
to understand their current technology usage and privacy
practices. Table 1 summarizes our participants’ characteris-
tics. All participants were young, relatively well-educated
adults. The majority (n=15) were women. Although all par-
ticipants owned their own smartphone devices, they also
all (n=21) participated in some form of device sharing. The

people that our participants shared devices with included sig-
nificant others, friends, roommates, siblings, other relatives,
and parents. The stories shared with us made it clear that,
at least for our study sample, sharing occurred as a cultural
practice rather than due to economic need. One prominent
theme (n=14) was for a friend or relative to ask to use the
participant’s phone for a specific task, such as taking a photo
or playing a game, and then browsing through their personal
data without permission. P15 told us,

“When I get home, my aunts usually inspect my
phone. Sometimes my cousin takes [it] to play
games. After a while, I caught them browsing my
personal stuff.” (P15)

As this quote suggests, another common practice (n=16)
was for a parent, relative, or significant other to take the
phone and “inspect” it, with the goal of monitoring who the
participant had been talking to or messaging. Regardless of
who participants shared their devices with, they all (n=21)
expressed concern that sharing would result in their personal
privacy being compromised. P17 said,

“While sharing my phone, I’m scared they might
see some private things of mine. I always feel like,
please give back my phone. Give back my phone
before you see anything. I felt scared.” (P17)

The most common types of private data that participants
described worrying about included personal photos (n=13),
messages/chats (n=14), and social media data (n=10), with
all participants describing at least some kinds of data that
they would prefer not to share with others. Participants also
described a variety of ways in which their personal privacy
had been compromised by sharing their phones with others.
Fifteen participants reported that friends or family mem-
bers had previously misused their personal data in some
way, including how their friends played “pranks” on them
by posting information (e.g., photos) to their social media ac-
counts without their permission. One described how friends
would use her private information to “blackmail” her, saying,
“give me a treat or I will leak everything” (P9). Another theme
(n=5) that surfaced was for participants’ parents or elders to
scold them if they discovered content that they disapproved
of, particularly if these involved photos of messages from a
boyfriend or girlfriend. As P21 said,

“If I have any pictures of me and my boyfriend in
my gallery, I might get into trouble at home. Or
messages. . . I have to hide from others.” (P21)

Participants also explained that privacy compromises some-
times resulted in misunderstandings about the data that was
discovered or people getting offended by the content, and pri-
vacy breaches frequently made participants feel frustrated,
annoyed, and embarrassed. P6 said,
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“Sometimes I am being scolded. It’s really embar-
rassing. I am an adult. When I get scolded if they
see any personal pictures and messages, that’s re-
ally annoying.” (P6)

Despite these feelings, participants felt that they had no
choice but to share their device, since sharing is normal and
expected in Bangladeshi society. When describing how her
friends compromised her private data, P20 said, “but, you
know, I can’t really forbid them to use [my phone]”.
In response to these privacy challenges, our participants

described using a variety of strategies they used to preserve
their data privacy. Thirteen participants reported that they
typically lock their device using built-in functionality, in-
cluding screen locks and fingerprint locks, although five
participants explicitly mentioned that they share their un-
lock pattern with others to enable device sharing. P19 said,
“I have passwords on my phone . . . but everyone knows [my
password]” (P19). Ten participants reported at some point us-
ing a third-party application to lock content on their device,
although half of these no longer used any special-purpose
privacy apps. Four participants said that they did not use any
access control mechanisms, and instead deleted all personal
content from their device, with one telling us “the strategy
is DELETE DELETE DELETE!” (P6). Most of these findings
are aligned with prior studies in this area (see [6, 7, 54, 56]
for example). This suggests that our participants share these
challenges with thousands of technology users in South Asia.

6 HOW PARTICIPANTS USED NIRAPOD
Having understood participants’ sharing practices and pri-
vacy challenges, we now examine how they used Nirapod
during the study. Although they differed in terms of phone
models, patterns of sharing, and people they shared devices
with, participants’ responses in our post-study interviews
surfaced common themes that highlighted their excitement,
hesitation, suspicions, and struggles using the prototype.

Usage During the Deployment
Our participants exhibited varying levels of app usage. The
mean number of days people used the appwas: 6.1 days (SD =
4.1 days). As shown in Figure 2, which depicts the number of
days during the 21-day study that each participant used the
app, some participants used the app on only a couple of days
(min=2 days), while others used it almost every day (max=17
days). The fact that usage varied day-to-day is expected, since
image saving and photo taking practices vary. We use two
other metrics to evaluate usage: (a) the number of logins into
each account (Fig. 3), and (b) the number of photos imported
into the Nirapod app (Fig. 4). Again, we see that participants’
usage varied for each of thesemetrics. One participant logged
in over 60 times, while another only logged in twice. Over

Figure 2: Number of days Nirapod was used by participants.
(Three participants, P6, P10, P11, log files were corrupted
and are therefore excluded from our quantitative data).

Figure 3: Number of participant logins into each account

52% of all logins to Nirapod were to the secret gallery. The
numbers of images imported by participants are similarly
skewed: two participants only imported seven photos, while
one participant imported 130 photos (median=20.5 photos).
This data suggests that participants were generally able

to use the main features of the app during the study, which
also helps to triangulate the qualitative interview data that
they provided. All participants (n=21) described how they
used the app to hide their private photos. P18, who used the
app on 15 out of 21 days, told us,

“(I used this app) almost every day. I imported
photos, exported photos. Most of the days, I used
this app at least two or three times." (P18)

In addition, none of our participants reported having any
difficulties understanding how the app worked. This finding
is supported by our quantitative usage data. For example,
Figure 3 shows the number of times each participant logged
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Figure 4: Number of images imported into Nirapod

into each of Nirapod’s accounts. We see that most partici-
pants used both accounts by logging in to each one multiple
times during the study. That said, our data does suggest that
participants generally used the secret account more than the
shared account: the median number of logins to the secret
account was 9.5, compared to 5.5 for the shared account.
However, Figure 4 shows that fewer images were imported
into the secret account as compared to the shared account (al-
though it was easy for participants to move photos between
accounts). Several participants requested that we extend the
app’s functionality to other domains. P4 said,

“This is cool. I wish I had similar features for mes-
senger. My messages are private. I cannot imagine
what will happen if someone sees them."(P4)

Six participants said they would be happier if there were
more than two tiers of privacy. They described how, if the
app becomes popular, people will soon know that there is an
additional secret gallery, which will make it hard for them
to keep it secret if put under pressure to reveal their pass-
word. To overcome this challenge, participants suggested
that, instead of two accounts, they would like to have a sys-
tem where they could make as many tiers as they choose.
That way nobody would know how many tiers there were
and their secret tiers would be able to remain “unreachable”.

Usage of Nirapod’s Secret and Shared Tiers
When we asked participants what kind of photos they stored
in their shared and secret accounts their responses varied.
For example, 12 participants said that they stored family
photos in their shared account, while the rest hid those
photos in their secret account. Participants explained how

their decisions of which account to use for particular photos
were shaped by their relationships with the people that they
shared their phones with. For example, P15 described how
she often shares her phone with friends, and she thinks that
photos of her family members should be hidden from them.
As a result, she put photos of family in her secret account. On
the other hand, P5 shares his phone with his family and saw
no reason to hide family photos from them. All participants
said they used the secret account to store photos they were
not comfortable sharing with anyone. P21 said,

“I have some private photos in my secret account I
don’t want anyone to see. If anyone gets my phone
and enters my gallery, then I don’t want them to
see the contents [of my private photos]. That is
where this app was useful." (P21)

The data that participants kept secret included photos
of or with significant others: husbands, wives, boyfriends,
girlfriends, or people they secretly admired. P14 said,

“I use the [secret] gallery for my personal photos,
photos of me and my boyfriend. I don’t want to
share those photos with anybody.” (P14)

Safety When Using the Application
All participants said that the app made it safer for them
to share their phones with others. As the previous section
shows, before using our app, four participants did not store
any private photos on their device for fear they would be
discovered. However, with Nirapod, all participants said that
they now felt comfortable storing their photos on their phone.
For example, P15 lives in a college dormitory and does not
share her phonewith anyone there. However, when she visits
her home, she shares her phone with her family members.
Previously, she would not store any private photos on her
phone because she feared that her siblings would see them,
and it is very difficult for her to say no to her siblings if they
ask for her phone’s password. However, in her post-study
interview, she told us that she could now store her private
photos on her phone using our app and still share the phone
with her siblings, describing that she felt a lot safer this way.

All participants (n=17) who reported already storing pri-
vate photos on their phones described how, before our study,
sharing their phone with anyone made them feel anxious or
afraid. However, in the post-study interviews, they described
how they now felt much more secure sharing their device
when using our app. One such participant said,

“If anyone from my home wants to see my phone
I can give it to them easily now. I don’t even need
to lock my phone right now.” (P18)

When we asked participants what happened when the
people they shared their phone with tried to check their pho-
tos, they all said that the photos in their secret account could

CHI 2019 Paper  CHI 2019, May 4–9, 2019, Glasgow, Scotland, UK

Paper 180 Page 8



not be reached by those people. No participants reported
having their secret photos exposed to others at any point in
the study. For example, P21, who shared her phone with her
boyfriend, described how she stored some secret photos in
her phone that she did not want him to see:

“When he checked my phone, he found both the
[built-in gallery] and [Nirapod]. He wanted to
check [Nirapod] and I gave him my shared pass-
word, but I was still safe. He never knew there was
another secret gallery there.” (P21)

However, the people that participants shared their phones
with were not always happy if they discovered that photos
could be hidden using our app. Several women reported fac-
ing this challenge and in most cases, it was their husbands
or boyfriends who were unhappy. Three described how they
had been asked about their reason for using “another app” to
store photos. They were also asked why they needed an “ex-
tra layer of privacy”. In some cases, the boyfriends/husbands
were supportive of using Nirapod to hide photos that they
took with our participants from other people, but they were
not happy if they found out that participants could hide
photos from them. P16 said,

“My boyfriend sounded very positive in the begin-
ning. He said now we could save our photos safely
in my phone. But as soon as he realized I could
hide something even from him, he looked anxious.
I think he was upset because he did not like me
hiding anything from him.” (P16)

Usability Challenges During the Deployment
Although participants generally found Nirapod to be useful,
they also experienced challenges using the app. The most
common problem participants reported was remembering
multiple passwords. Six out of our 21 participants said that
they had difficulty remembering two passwords. Two par-
ticipants told us that they forgot at least one password or
got confused about which password they had set for which
gallery. Further, six participants described being afraid that
they would put the wrong password into the app in front of
others and their secret photos would be revealed. P14 said,

“I always feel scared about what password I am
giving—is that my shared or my secret one? . . . It
is a two-password system and you have to give
the inputs in the same box. So, it can easily cre-
ate confusion in your subconscious mind when
entering the password. If you mistakenly put the
secret instead of the shared password, your private
photos will be visible to everyone.” (P14)

Interestingly, even as participants shared their struggles
remembering passwords for two accounts, many described
wanting to have more accounts with different tiers of secrecy.

Moreover, despite facing challenges remembering their pass-
words, they still felt that the app was safer than the current
status quo, with one participant commenting, “obviously
it’s better than the normal gallery app because of this two-
password system” (P20).

Participants were also anxious about whatwould happen if
their phone got lost or broken. One advantage of the Android
gallery is that it automatically saves a copy of their photos in
cloud. Since our app did not have automated syncing, they
worried about losing their photos. P10 said,

“My photos are automatically stored in Google.
That way I know that even if I delete photos on
my phone, they are not lost. That way I can also
save some space on my phone. This app does not
give that option. What will happen if my phone
is broken or lost?” (P10)

Another participant said it was confusing to have two
different gallery apps. After taking a photo they would get
confused about where to store it and were afraid they might
store the photo in a “wrong” location and later forget where
they had put it. To overcome this challenge, participants sug-
gested that we integrate cloud-syncing features into Nirapod,
telling us that their photos would then be safely stored and
they would still get better control over their privacy.

Suspicions Regarding the App/Researchers
Finally, our post-study interview data yielded an interesting
theme in which participants described being suspicious of
our experimental app and our intentions as researchers. For
example, we received questions regarding where and how
participants’ photos were being stored.We explained to them
that photos inNirapodwere encrypted and did not leave their
device. As a result, no one, including us (the researchers),
had access to their photos. Despite this explanation, four
participants were still worried that we, the developers, would
have access to their secret photos. One said,

“Facebook and social media already have all our
personal data. I don’t want to allow another app
into my private space. If some [app] wants to store
my private data, I will refuse. I don’t trust it will
store my data and not use it for their benefit.” (P2)

One participant also described howhis friends discouraged
him from using Nirapod, saying that the app would steal his
data and make a business out of his private information.
Another participant told us that he had been discussing our
app with his friends, and his friends asked him,

“If this app is so secret, why it is not on Google
Play? So we can check what other people say about
this app.” (P2)
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We (again) explained that our app was a research proto-
type that was being deployed experimentally, rather than a
commercial product. Although we answered all of our partic-
ipants’ questions, it still seemed to us that one or two were
not totally convinced. They wanted to “check more” before
they felt they could use our app “seriously”.

7 DISCUSSION
Our findings yield numerous insights that explore how par-
ticipants care about and manage the privacy of their personal
data while also sharing devices. Data from our own partici-
pant interviews and from prior work [6] suggests that the
fundamental issue is not that people in South Asia do not
have personal data that they wish to keep private; rather,
they want to maintain their personal privacy and also be able
to safely share devices with friends and family. Our tiered
design explicitly supports this broader usage model in an
effort to help participants manage this trade-off.
Rather than seeing Nirapod as a final “solution” to the

problem of privacy with device sharing, we instead view our
prototype more as a design provocation. As such, findings
from our deployment are useful primarily because of the
ways they challenge and expose for future analysis a range of
interesting tensions and dynamics around managing privacy
while sharing devices, as we now discuss.

Plausible Deniability
The term ‘plausible deniability’ refers to the ability of a per-
son to deny blame because evidence does not exist to confirm
responsibility for an action. In other words, the lack of evi-
dence makes the person’s denial credible, or plausible. Our
design attempts to provide users with plausible deniability
by providing a single entry point to Nirapod’s multiple ac-
counts. As such, people cannot tell from looking at the app
login page that multiple accounts exist. Instead, the system
determines which account to open (and thus what data to
reveal) based solely on the password entered. Findings from
our study suggest that this mechanism generally worked,
with participants describing how they were able to safely
share devices without revealing that another secret account
existed. Providing participants with plausible deniability is
important because device-sharing in Bangladesh is a social
and cultural norm, with people expected to share their de-
vices if they wish to be thought of as good citizens [6]. When
sharing devices, it is not socially acceptable to log out of
one’s account before handing it over to a friend or family
member since such behavior implies a lack of trust in the
other person or creates suspicion by suggesting that there is
something to hide [6].

However, the sustainability of ensuring plausible deniabil-
ity is challenging in the long term, and it is likely that the
efficacy of our approach would deteriorate as other users

become aware of how Nirapod works. To overcome this limi-
tation, the design of Nirapod could be extended to support
an arbitrary number of different tiers, which would allow
users to retain plausible deniability. Under such a model,
as one of our participants pointed out, there would be no
way for a potential adversary to know how many tiers exist.
Moreover, Nirapod could be adapted to allow multiple users
to each have their own invisible secret accounts so that no
single user prevents others from enjoying the same privacy
benefits on a shared phone. At the same time, it is possible
that cultural norms with respect to technology may start
to shift, perhaps making it more culturally acceptable for
people to keep some data private while still sharing devices.
If this happens, our approach may still provide a graceful
way for people to preserve their privacy by reducing social
friction and avoiding questions of trust that might arise if
they needed to stop and logout of an account or device before
handing it over to someone else.
Of course, making it easier for people to hide data from

each other introduces social and ethical considerations. For
example, there are potential implications that need to be
considered should a person’s private data be discovered. Sev-
eral of our participants suggested that they would “get into
trouble” if their parents or significant others discovered data
they disapproved of. The fact that participants so readily
adopted and used Nirapod was somewhat surprising; we
expected more push back on the cultural acceptability of
keeping secrets. Instead we found that, for many people,
keeping secrets is a norm (findings also supported by [54]),
and Nirapod made it possible to do so in ways that were
usable and comfortable. Thus, our work is not introducing
the concept of hiding data or keeping secrets for these par-
ticipants; instead, we see our work as complementary to
participants’ existing strategies for preserving their privacy
by providing them with another option for keeping their
private data safe. These findings expand our understanding
of how privacy is conceived in communal contexts as well
as the cultural acceptability of privacy-preserving designs
like Nirapod.

Gendered Privacy
Although our sample size is too small to make any general
claims about gender and privacy, our data does hint at a
number of potentially gender-related privacy issues. Our
experience in the field was that our participants who were
women were generally more concerned about the privacy
of their personal data and more interested in new tools that
might provide better privacy. In addition, our qualitative
interviews suggest that our women participants were more
often quizzed about their use of the app, usually by fam-
ily members or boyfriends who were used to being able to
“inspect” their device and keep track of their activities.
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Although we cannot attribute these observations solely
to gender, they do corroborate prior work examining tech-
nology and gender in the context of patriarchal societies
[4, 8, 57]. Bangladesh is a socially-conservative society, and
the consequences of privacy breaches may be higher for
women. For example, a leaked sensitive photo could com-
promise a woman’s reputation, reflect poorly on her family,
and lead to her becoming socially ostracized. In addition,
in patriarchal societies like Bangladesh, men often control
women’s access to technology, making it difficult for women
to have any expectation of privacy [57]. This kind of device
inspection and surveillance by family members has been
discussed in the context of intimate partner violence in the
US [27, 28, 46], but we find that this behavior is a social
norm in Bangladesh. In our work, the fact that women find it
more challenging to keep data private may make them more
motivated to try out and use our app. At the same time, it
heightens the potential issues they may face if they were to
be caught hiding data. Further exploration of the gendered
nature of privacy is a fruitful avenue for future research.

Usability Challenges
Our participants faced a number of usability challenges using
Nirapod. Several of these were relatively minor suggestions
for additional functionality, such as integrating Nirapodwith
the device’s camera software or syncing photos to a backup
cloud service. A more fundamental usability challenge that
participants experienced stemmed from the additional over-
head of needing to remember another password, which in
turn led to confusion and anxiety about entering the incor-
rect password in the presence of others. Trouble remem-
bering passwords is a well-known problem in security and
privacy research [25, 34]. The overhead of remembering an
additional password is somewhat tied to the use of password
authentication to begin with, and using different authentica-
tion mechanisms (e.g., fingerprints) or easier to remember
passwords may help to alleviate this burden.

Entering thewrong password is amore direct consequence
of our interface design, although this could possibly also be
mitigated with appropriate password selection (e.g. using
the password itself as a mnemonic for which account is
opened) or other more creative interface designs (e.g., using
an identical but longer password for the secret account). The
mental burden of memorizing passwords could be alleviated
by other solutions like biometric authentication (e.g., finger-
prints from different fingers used to open different accounts).
However, participants may equally forget which finger they
chose for which account. We consider these interface design
issues to be areas for future study.
Interestingly, even as our participants were describing

that they found it difficult to remember two passwords, they
asked us to provide more than two tiers of privacy, which

would presumably require even more passwords. In general,
participants usage of our two-tiered prototype and enthusi-
asm for more tiers suggests that, despite usability challenges,
Nirapod’s single entry point into multiple data stores is a
promising and generalizable privacy mechanism for contexts
of shared use. Future work might explore how such an ap-
proach could be utilized for different application domains,
such as messaging services or social media applications. An-
other option could be to implement this mechanism at the
operating system (OS) level to mimic the functionality of a
device’s built-in lock screen. However, an OS-level interven-
tion would require users to install a custom version of the
OS, which would involve rooting their device. This would
make it challenging or impossible to deploy the system on
participants’ own devices.

Limitations
Our work has several limitations. First, our study had a small
sample of only 21 participants and further research is neces-
sary to understand if or how our findings might generalize
beyond our participants. The three-week deployment is also
a relatively short period of time, and longer deployments are
necessary to understand how people might use the app long
term. We also acknowledge that we deployed a technological
intervention with participants and then conducted qualita-
tive interviews asking what they think, which may introduce
participant response bias [21]. We worked to triangulate the
qualitative stories that we received from participants with
quantitative usage data. We also tried to focus our findings
and discussion on issues that came up rather than how much
participants said they liked our app. Another limitation is
that snowball sampling may have recruited people who have
an above-average interest in privacy. We tried to reach a pop-
ulation with diverse privacy habits by offering compensation
of USD $20, but acknowledge that our participants may be
more privacy-conscious than the general population.

8 CONCLUSION
Our research explores the problem of how to provide better
privacy for people who share devices. We designed an ex-
ploratory prototype based on the concept of tiered privacy.
This model enables a user to create a ‘shared’ account that
contains data they are willing to share and that is assigned
a password that will be shared, and a ‘secret’ account that
contains data they prefer to keep secret and uses a password
they do not share. Our findings from a three-week field study
with 21 participants in Bangladesh expose a range of interest-
ing cultural, social, and usability tensions and dynamics that
arise when people use our prototype to manage their per-
sonal privacy while sharing devices. Although these findings
constitute a valuable step forward in designing technology
that better fits people’s usage patterns, future studies are
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needed to explore how this model might further impact or
challenge notions of privacy in South Asia.
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